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Require “deliver on time” assurances
◦ must come from inside the network◦ must come from inside the network
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◦ sample voice once every 125us
◦ each sample has a playback time
◦ packets experience variable delay in networkp p y
◦ add constant factor to playback time: playback 

point
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A li tiApplications

Real time Elastic

Tolerant Intolerant Interactive Interactive
bulk

Asynchronous

Adaptive Nonadaptive

Delay- Rate-

Rate-adaptive Nonadaptive

adaptive adaptive
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S i ClService Classes
◦ guaranteed
◦ controlled-loadcontrolled load
Mechanisms
◦ signalling protocol
◦ admission control
◦ policing
◦ packet scheduling◦ packet scheduling
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Rspec: describes service requested from 
networknetwork
◦ controlled-load: none
◦ guaranteed: delay target
T d ib fl ’ ffiTspec: describes flow’s traffic 
characteristics
◦ average bandwidth + burstiness: token bucketg

filter
◦ token rate r
◦ bucket depth B
◦ must have a token to send a byte
◦ must have n tokens to send n bytes
◦ start with no tokens

l k f d◦ accumulate tokens at rate of r per second
◦ can accumulate no more than B tokens

7



Admission ControlAdmission Control
◦ decide if a new flow can be supported
◦ answer depends on service class

t th li i◦ not the same as policing
Packet Processing
◦ classification: associate each packet with theclassification: associate each packet with the 

appropriate reservation
◦ scheduling: manage queues so each packet 

receives the requested servicereceives the requested service
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Called signaling in ATM
Proposed Internet standard: RSVP
Consistent with robustness of today’s 
connectionless model

f fUses soft state (refresh periodically)
Designed to support multicast
Receiver-oriented
Two messages: PATH and RESV
Source transmits PATH messages every 30 
seconds
Destination responds with RESV message
Merge requirements in case of multicast
Can specify number of speakersCa spec y u be o spea e s
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RSVP
◦ receiver generates reservationg
◦ soft state (refresh/timeout)
◦ separate from route establishment
◦ QoS can change dynamicallyQ g y y
◦ receiver heterogeneity
ATM
◦ sender generates connection requestsender generates connection request
◦ hard state (explicit delete)
◦ concurrent with route establishment
◦ QoS is static for life of connectionQoS is static for life of connection
◦ uniform QoS to all receivers
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Problem with IntServ: scalability
d k ll b fIdea: segregate packets into a small number of 
classes
◦ e.g., premium vs best-effort
Packets marked according to class at edge of 
network
Core routers implement some per-hop-Co e oute s p e e t so e pe op
behavior (PHB)
Example: Expedited Forwarding (EF)
◦ rate-limit EF packets at the edges◦ rate limit EF packets at the edges
◦ PHB implemented with class-based priority queues or 

WFQ
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Assured Forwarding  
(AF)
◦ customers sign service

P(drop)

◦ customers sign service 
agreements with ISPs

◦ edge routers mark 
packets as being “in” or

1.0

packets as being in  or 
“out” of profile

◦ core routers run RIO: 
RED with in/out

MaxP

Minin MaxinMaxoutMinout

AvgLen

RED with in/out
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Qos Issues
Differentiated services in IPv6
Qos in Wireless networks
Qos in Mobile Networks



What do you mean by Quality of service?
Which field in IPv4 and IPv6 header is used for
specifying classes of service?
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